Abstract — One of the most important aspects of software project management is the estimation of cost and time required for running information system. Therefore, software managers try to carry estimation based on behavior, properties, and project restrictions. Software cost estimation refers to the process of development requirement prediction of software system. Various kinds of effort estimation patterns have been presented in recent years, which are focused on intelligent techniques. This study made use of clustering approach for estimating required effort in software projects. The effort estimation is carried out through SWR (StepWise Regression) and MLR (Multiple Linear Regressions) regression models as well as CART (Classification And Regression Tree) method. The performance of these methods is experimentally evaluated using real software projects. Moreover, clustering of projects is applied to the estimation process. As indicated by the results of this study, the combination of clustering method and algorithmic estimation techniques can improve the accuracy of estimates.
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I. INTRODUCTION

One of the main objectives of software engineering is increasing the reliability of cost estimation of projects facing with limitation in time and cost. Therefore, software engineering tries to make estimation based on problem’s limitations, properties, and conduct. Software cost estimation refers to the process of development requirement prediction of software system. It is most specifically true about nowadays’ software projects in which software is becoming a very expensive part. For this, software cost estimation has become highly important for all producers and customers. This estimation enables managers to identify requirements, time, and budget, and to carry customers’ projects according to actual cost. Accurate selection of metrics and approaches is one of the most important issues in software cost estimation. Generally, in data collections, regarding software cost estimation, there are different traits and properties called cost drivers. These cost drivers are dependent on developers’ production and engineering process. Much attempt has been put forth to identify the relationship between data collection cost drivers and projects’ size, time, and actuality [1, 2].

It is better for researchers to identify similarities among one data collection through applying different approaches including regression and studying the influence of each of these properties on effort. Clustering is another approach for data management and control in which data with similar properties are categorized into different sets [3, 4].

All approaches of regression and clustering somehow try to present suitable collections of metrics and properties having the most influence
on effort. Therefore, developers can have the best and the most accurate estimation of future software production. In the following sections, this study continues as follows Section 2 elaborates on the literature. Assessment framework and research methodology are presented in section 3. The proposed method is then introduced in section 4. Section 5 presents results and discussion, and finally, section 6 makes the conclusion of the research.

II. REVIEW OF THE LITERATURE

Software cost estimation is the beginning process of software development. Inaccurate estimation is one of the root causes of software project failure. In order to prevent this failure, various estimation methods have been proposed most of which are divided into algorithm and non-algorithm methods [5]. Regardless of the methods’ nature, we study methods through two approaches including 1- approaches applying regression for software cost estimation, and 2- approaches applying clustering for software cost estimation.

The simplest form of regression is linear regression built for modeling the value of a quantitative variable dependent on its relationship with one or more predictor. Regression estimates the output value for each given input value based on some preliminary views [6]. Linear regression and its different kinds have always been under researchers’ attention. Regression is applicable in different fields [7,8]. For example, Adriane et.al [9] studied the inconsistency problem of linear regression model resulting in underestimation of actual cost. They proposed two approaches for solving this problem including models estimating model’s mean and applying Marcouf Mount Carlo’ chai for direct presentation of accurate solution. Rong et.al [10] presented a machine learning process based on size reduction for regression issues so that it carries clustering for one set of training data, then take a new feature from each cluster, and reduces problem size for regression issues. Linear methods of segmenting the input space into discrete spaces by linear borders are examples of segmentation by regression MLR, Logistic regression, etc. These techniques are useful for tasks in which classes are scattered linearly [11]. Many other methods have also enjoyed application of regression issues synthetically. Among others, Mehdi et.al [12] presented a new combination of neural networks through MLR regression based on which model’s efficiency and accuracy are much more increased.

In second approach, clustering is a general survey for organizing preliminary data into some subsets by applying various techniques. There are different methods for clustering. For instance, clustering was used in [13] for software cost estimation. For this, they tried to identify similar sets among software cost properties and estimate effort through fuzzy clustering process applying properties set in a specific group. In [14], the influence of outliers on assessing data influential on the quality of software and software project management is studied. In this method, outliers are identified in software data sets through Kmeans clustering approach. [15] Made use of Quad tree based on Kmeans algorithm. Quad tree is applied for pursuing two goals including identifying preliminary centers of clusters in Kmeans algorithm and predicting software module drawbacks. [16] Presented a model according to genetic algorithm and its combination with Cocomo model on data clustering. This model transfers optimal properties of neural networks, learning ability, and classification for new project cost estimation through Cocomo model and clustering selecting the best parameters. Another study, [17], made use of Kmeans clustering for identifying classes with the capability of increasing software maintenance in designing levels. [18] presented a testing and producing method for estimating all available data used in Kmeans algorithm. This method made use of a synthesis of Bees algorithm and clusters with valid data for automatic estimation of all clusters. Clustering is used in various tasks with different objectives. For example, in [19], two clustering methods of Cmeans and Kmeans are applied for analyzing remote oriented communications of data. In the present study, we made use of a synthesis of regression methods and Kmeans clustering for more accurate estimation that is explained in the following section.

III. RESEARCH METHODOLOGIES

This study analyzes and discusses the results regarding quantity aspects of applying machine learning methods for running models of software effort estimation. The selected methods of the study include linear regression, step-wise
regression, CART regression, and clustering method explained in this section. Additionally, data preprocessing and selection criteria of estimation accuracy assessment are explained in this section.

1. MLR (Multiple Linear regression)
Researchers are mostly involved with separating, classifying, and categorizing of those cases whose efficiency is mostly dependent on the howness of application of functions for certain problems. MLR linear regression is one of these methods and functions built for modeling the value of a quantitative variable dependent on its linear relationship with one or more predictor. Linear regression models assume that there is a linear relationship (straight line) between dependent variable and each predictor. This relationship is stated through the following formula

\[ y_i = b_0 + b_1x_{i1} + \ldots + b_px_{ip} + e_i \]  

(1)

which: \( y_i \) is the \( i \)th value of dependent quantitative variable, \( p \) is the number of predictors, \( b_j \) is \( j \)th coefficient value, \( j = p, \ldots, 0 \), \( X_{ij} \) is the \( i \)th value of \( j \)th predictor, and \( e_j \) is the observed error in \( i \)th case mostly used in different issues of business, medicine, biology, etc [20].

2. SWR (Stepwise Regression)
Another method is stepwise regression. It is mostly used to show the influence of different independent variables on dependent variable. In other words, it is used to see which variable, among others, has the most and best influence on dependent variable, what is the share of each variable, and finally what is the level of predictability of each specified variable? For this, all independent variables are entered into analysis, and the one with indistinguishable influence on dependent variable is removed from the analysis. It is carried through two approaches of Forwad Selection and Backward Elimination. In forward selection, all properties are gradually entered into the deal and removed if they show no influence. In backward elimination, the procedure is carried reversely [21].

3. CART
Other strong approaches, in this regard, are decision tree algorithms mostly applied for multistep decision-making processes.

The main strategy of multistep decision-making process is to divide complex decisions into some simpler ones and reach the required decision through combination of simple decisions. Decision tree is a subset of hierarchical decision-making process. Various algorithms have been proposed for creating decision tree including CART having important roles in all aspects of data mining and considered as one of the most important means in this regard. In this method, sorted in tree, samples are classified from tree root node to tree leaf nodes. Each attribute of the sample is then tested by each of the internal tree node. Each branch coming out of the node is the corresponding value for that feature. Each leaf node is attributed to one category. Each sample is categorized starting from tree root node, then testing the specified feature, and moving across the corresponding branch with the feature value given in sample. It is repeated for each sub-tree whose root is a new node [22].

4. Kmeans clustering
One of the most important methods of data management and control is clustering data with similar attributes in a set of data. Clustering is applied in various fields including pattern identification, machine learning, data mining, information recovery, and biological informatics. K-means clustering is one of the most applicable clustering approaches. Its main objective is to minimize the lack of similarity among all members of a cluster from other corresponding clusters [23, 24, 25, 30]. K-means clustering depends on the number of clusters and the manner of identification of the distance between clusters. Selecting suitable clusters is one of the most important issues in clustering. Suitable cluster is defined as 1- density: available samples of a cluster should be similar to each other as much as possible. Data variance is the common criterion for identifying the level of data density, and 2-separation: samples belonging to different clusters should be separated from each other as much as possible. The above-mentioned conditions can also be stated as follows clusters density maximum should be 0, and their separability should be 0. If density criterion is only considered, then, each data can be considered as a cluster since no cluster with one set of data is denser than the other. If separation criterion is only considered, then, the best clustering approach is to consider
all data of one cluster assuming that the distance of each cluster from itself is zero. Therefore, the combination of both criteria is required. In order to assess separation scale, distance functions are used. They include Euclidian function and Manhattan distance function. This study makes use of Euclidian distance function.

5. Data Normalization

Data of each input are mapped to a range of 0 and 1. Linear normalization of data to the range (0-1) is carried through the following equation:

\[ V_{\text{norm}} = \frac{V - \text{Xmin}}{\text{Xmax} - \text{Xmin}} \] (2)

In which, V is the value of X variable that is the goal of the normalization, and Xmin and Xmax are respectively the least and the most value among data.

6. Leave-One-Out

Data are set into n (equal to the primary datasets) parts so that, each time, test set includes only one data record. This mode enjoys the advantage of using most possible data for training. Additionally, the test sets have no mutual sharing and effectively cover all data sets. The main drawback of this mode is that it should be repeated n time, and it is not cost effective. In addition, since each dataset owns only one data record, the estimated accuracy variance is high.

7. The criteria of estimation accuracy evaluation

Many evaluation criteria have so far been introduced. The most commonly used evaluation criterion running according to the error level of algorithms is MRE indicating the cost difference estimated by algorithms with the actual cost, Mean of MRE abbreviated as MMRE that is showing the estimation error mean for all study samples (training and test), and PRED (x) indicating the percent of samples whose estimation error is less or equal to X.

**MRE (Mean Relative Error)**

In some cases, MRE is applied as a criterion for algorithm accuracy evaluation for identifying the difference between estimated cost and actual cost of the selective software project. It is estimated through the following equation [26].

\[ E = \left| \frac{\text{Actual Effort} - \text{Estimated Effort}}{\text{Actual Effort}} \right| \] (3)

In which, Actual Effort is the actual effort of project samples in data Estimated Effort is the effort estimated by study algorithm.

**MMRE (Mean Magnitude Relative Error)**

In some other studies, the difference of the cost estimated by study algorithm with the actual cost for all MMRE study samples is considered as the evaluation criterion of algorithm accuracy [27]. The following equation states it as

\[ \text{MMRE} = \frac{1}{n} \sum_{i} \left| \frac{\text{Estimated}(i) - \text{Actual}(i)}{\text{Actual}(i)} \right| \] (4)

In which, n is the number of evaluation projects, Estimated is the cost identified by evaluation algorithm, Actual is the actual effort or cost.

Therefore, less MMRE, less algorithm estimation error, and it is an indication of a better accuracy.

**PRED (Percentage Relative Error Deviation)**

In order to evaluate algorithm accuracy, some studies make use of PRED (x) i.e. the probability of the estimated error for all evaluation samples is less or equal to x [28]. This probability is estimated through the following equation

\[ \text{PRED}(x) = \frac{k}{n} \] (5)

In which, x is the level of difference that is in most of the studies 1.25. k is the number of samples so that the difference of the cost estimated by evaluation algorithm with the actual cost is less or equal to X. n is the total number of evaluation samples

Therefore, as PRED (0.25) increases, evaluation algorithm error decreases, and the estimated cost of evaluation data samples have shown the error less or equal to 0.25
IV. THE PROPOSED METHOD

As mentioned before, software project features are mostly complex, nonlinear, and unrecognizable due to their inconsistent and uncertain nature of software projects. Non-algorithm methods of datasets are used for estimation in most of the software projects. In these datasets, there are many irrelevant and opposite projects referred to it as irrelevant data in data mining discussions. Machine learning methods create a training model for themselves through available data and starts estimation procedure accordingly. Therefore, the existence of irrelevant data influences estimation quality leading to inaccurate and unreliable estimations. In order to increase the estimation accuracy of software development effort, this paper is going to resolve this problem through clustering of three projects. In order to increase the accuracy of effort estimation of software development, the synthesis of clustering approach and different regression approaches is used. In fact, clustering is one of the common techniques applied in data mining. K-means, one of the most common algorithms of clustering, is mostly welcomed due to its easy implementation and fast function. A clustering is considered the best when the total homogeneity between the center of the cluster and that of all cluster’s members is maximized while the total homogeneity among centers of clusters is minimized. The clustering with different clusters is applied on data. Accompanied by some trial and error, clustering is optimal with three clusters presenting better results.

In order to prepare data, first goal properties and other properties are separately specified. Clusters are then set for k-means clustering. They are next categorized into two groups of training and testing sets. Then, in training stage, the machine is trained through training data, SWR and MLR regression models, and CART decision tree. Effort is then estimated through this models and training stage is finished. Applying testing data and CART, SWR, and MLR models, efforts are then estimated. Next, the difference between testing data estimation and the actual effort is estimated and presented as MRE. Leave-One-Out evaluation approach is used for better performance i.e. one observation is taken out per each cluster observation, trained with other observation of training cluster, and finally tested with that taken observation. This process is run for each cluster, and finally the mean out of MRE and according to Leave-One-Out is estimated. MRE median is identified, and number of MRE less than 0.25 is enumerated and presented as PRED. All stages of the present study are illustrated in fig. 1.

V. TESTS AND RESULTS

1. All data

Being under the influence of qualitative and quantitative factors, software cost estimation is a complex process. Researchers make a complex of these qualitative and quantitative factors resulted from different projects as a dataset. They then estimate new software development cost according to those factors. Various datasets have been applied for software cost estimation two of which are explained as follows. Both dataset are in the public domain, enabling researchers to available our findings.

Desharnais Dataset

This dataset includes 77 software projects taken from a candidate software complex. It consists of 8 independent properties including team experience, manager experience, project length, contracts, availabilities, FP team, development environment, and programming
language [29].

The dependent variable is software development effort measured by time for each one [29]. The following Table I illustrates dependent variable’s properties.

**Maxwell dataset**

This dataset consists of 62 software projects from the biggest international banks in Finland. This dataset includes 25 independent variables determined through software properties including application and size. The dependent variable is software development effort determined through the time of carried task by software providers from technical properties to the submission time [29].

These stages are carried on datasets taken from www.promise.site.uottawa.ac published in 2004 regarding in Table II.

### TABLE I

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Command</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>pay if measured in years</td>
<td>numeric</td>
</tr>
<tr>
<td>TeamExp</td>
<td>measured in years</td>
<td>numeric</td>
</tr>
<tr>
<td>ManagerExp</td>
<td>measured in years</td>
<td>numeric</td>
</tr>
<tr>
<td>YearEnd</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td>Actual Effort is measured in person-hours</td>
<td>numeric</td>
</tr>
<tr>
<td>Transactions</td>
<td>Transactions is a count of basic transactions in the system</td>
<td>numeric</td>
</tr>
<tr>
<td>Entities</td>
<td>entities is the number of entities in the systems data model</td>
<td>Numeric</td>
</tr>
<tr>
<td>Points Adjust</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>Environare</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>PointsNonAdjust</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td>[1,2,3]</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Time</td>
<td>5.58</td>
<td>2.13</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>App</td>
<td>Application type</td>
<td>2.35</td>
<td>0.99</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Hr</td>
<td>Hardware platform</td>
<td>2.61</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Dba</td>
<td>Database</td>
<td>1.03</td>
<td>0.44</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>IC</td>
<td>User interface</td>
<td>1.94</td>
<td>0.25</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Source</td>
<td>Where developed</td>
<td>1.87</td>
<td>0.34</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Telecomm</td>
<td>Telon use</td>
<td>2.55</td>
<td>1.02</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Nlan</td>
<td>Number of different development languages used</td>
<td>0.24</td>
<td>0.43</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>T01</td>
<td>Customer</td>
<td>3.05</td>
<td>0.71</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T02</td>
<td>Participation</td>
<td>3.05</td>
<td>0.71</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T05</td>
<td>Development environment adequacy</td>
<td>3.03</td>
<td>0.89</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T06</td>
<td>Staff availability</td>
<td>3.05</td>
<td>0.71</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T07</td>
<td>Methods use</td>
<td>2.90</td>
<td>0.69</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>T08</td>
<td>Tools use</td>
<td>3.24</td>
<td>0.90</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T09</td>
<td>Software’s logical</td>
<td>3.81</td>
<td>0.96</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T10</td>
<td>Complexity</td>
<td>4.06</td>
<td>0.74</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T11</td>
<td>Requirements</td>
<td>3.61</td>
<td>0.89</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T12</td>
<td>Volatility</td>
<td>3.42</td>
<td>0.98</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T13</td>
<td>Quality</td>
<td>3.82</td>
<td>0.69</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T14</td>
<td>Requirements</td>
<td>3.06</td>
<td>0.96</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T15</td>
<td>Efficiency</td>
<td>3.26</td>
<td>1.01</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Duration</td>
<td>Requirements</td>
<td>3.73</td>
<td>1.68</td>
<td>4</td>
<td>56</td>
</tr>
<tr>
<td>Size</td>
<td>Installation</td>
<td>74.3</td>
<td>138.08</td>
<td>48</td>
<td>56</td>
</tr>
<tr>
<td>Effort</td>
<td>Requirements</td>
<td>8.233</td>
<td>10.499</td>
<td>583</td>
<td>3</td>
</tr>
</tbody>
</table>

**2. Results**

The obtained results of the present study are evaluated through two approaches of clustering and non-clustering (with and without clustering approaches). Results are first stated then compared together.

In non-clustering approach, data are categorized into two groups of training and testing. The model is first created through training data and then evaluated through testing data. Data, in this stage, are randomly divided into two sets of training and testing through Leave-One-Out approach. MLR, MLR with intercepts, and CART tree regressions are then carried on data. In clustering approach, data are first divided into three optimal clusters through kmean in which the last column (dependent column) is not considered in clustering. The procedure run for the previous mode is next run on each cluster, and the results are evaluated with MRE and PRED criteria. This procedure is run on two datasets of Maxwell and Desharnais whose results are illustrated through Table III, IV, V and VI, respectively. Table III and IV illustrate the results of each cluster separately. The results obtained from evaluation criteria including MRE and PRED are presented separately for each regression. In addition, the results of each three clusters are presented separately through Tables III and IV for Maxwell and DESHARNAIS datasets, respectively. The number of samples is not the same in clusters. As indicated by the results, the value of MRE in CART regression is less than the other regressions, and the value of PRED in CART regression is more than the others.

Total results of both clustering and non-clustering modes are presented in Table V for Maxwell dataset and in Table VI for DESHARNAIS dataset. In these tables, the mean of MRE i.e. the general mean of MRE in three clusters, the median of MRE, and the PRED of all three clusters in clustering mode are presented. Additionally, the mean of MRE, the median of MRE, and the PRED for each regression in non-clustering mode are presented separately. As indicated by the results, the value of MRE, MMRE, and PRED is less in clustering mode than non-clustering mode.

This study made use of Bar figure for a better presentation of the results and better comparison of regression performance. The bar figure of MRE error mean on Maxwell dataset is presented...
As indicated by the results of the figure comparison, the value of MRE in clustering mode is less than the non-clustering mode. The value of MRE in CART regression is less than other regressions. Moreover, the value of PRED in clustering mode is more than the non-clustering mode, and it is more in CART regression than other regressions.

Additionally, the bar figure of MRE error mean on Desharnais dataset and PRED criterion on Desharnais dataset are respectively shown in Fig. 4 and 5. MRE and PRED criteria for four regressions of MRE, MRE with intercept, SWR, and CART are also separately presented for clustering and non-clustering modes. As indicated by the results, the value of MRE in clustering mode is less than non-clustering mode. The value of MRE in MLR with intercept regression is less than other regressions. Moreover, the value of PRED in clustering mode is more than non-clustering mode, and it is more in CART regression than other regressions.

As indicated by the results of the figure comparison, the value of MRE in clustering mode is less than the non-clustering mode. The value of MRE in CART regression is less than other regressions. Moreover, the value of PRED in clustering mode is more than the non-clustering mode, and it is more in CART regression than other regressions.

Additionally, the bar figure of MRE error mean on Desharnais dataset and PRED criterion on Desharnais dataset are respectively shown in Fig. 4 and 5. MRE and PRED criteria for four regressions of MRE, MRE with intercept, SWR, and CART are also separately presented for clustering and non-clustering modes. As indicated by the results, the value of MRE in clustering mode is less than non-clustering mode. The value of MRE in MLR with intercept regression is less than other regressions. Moreover, the value of PRED in clustering mode is more than non-clustering mode, and it is more in CART regression than other regressions.
TABLE VI
THE RESULTS OF CLUSTERING AND NON-CLUSTERING MODE ON DESHARNAIS DATASET

<table>
<thead>
<tr>
<th></th>
<th>With clustering</th>
<th>without clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Mean MRE</td>
<td>Total Median MRE</td>
</tr>
<tr>
<td>MLR Regression</td>
<td>0.3097</td>
<td>0.1806</td>
</tr>
<tr>
<td>MLR with intercept</td>
<td>0.3073</td>
<td>0.2138</td>
</tr>
<tr>
<td>SWR Regression</td>
<td>0.3867</td>
<td>0.1543</td>
</tr>
<tr>
<td>CART Regression</td>
<td>0.3380</td>
<td>0.1452</td>
</tr>
</tbody>
</table>

Fig. 2. MRE error mean on Maxwell dataset

Fig. 3. PRED criterion on Maxwell dataset
Next, the general comparison of two datasets in clustering mode is run so that MRE and PRED criteria for all regression are separately presented in Fig.6 to 9, respectively. In each figure, four indices are illustrated so that the first index is for MLR regression, the second index is for MLR with intercept regression, the third index is for SWR regression, and the fourth index is for CART tree. The results indicated that Maxwell dataset performance gets better relative to other regressions when data are trained and tested with CART regression. In Desharnais dataset, MRE criterion performs better in MLR with intercept regression than other regressions, and PRED criterion functions in CART regression better than other regressions.

Comparing two modes, the results indicate that the error level decreases applying clustering mode. In fact, clustering makes similar data to be set in the same cluster. Generally, in two modes of clustering and non-clustering, CART regression performs better than other regressions presenting more accurate results.
VI. CONCLUSION

Given the uncertain and inconsistent nature of estimation as well as the aim of increasing estimation accuracy, applying machine-learning methods in estimating software cost and effort is gradually attracting attention. Machine learning methods create a training method through available data of dataset and perform estimation procedure accordingly. Clearly, the existence of irrelevant data influences the training quality of algorithms resulting in inaccurate and unreliable estimations. For this, this paper tries to resolve this problem applying project clustering. The present paper makes use of this approach synthesized with regression approaches due to easy implementation and fast functioning of clustering for increasing the accuracy of estimation. This approach performed well with three clusters and through trial and error. Therefore, in tests, instead of considering all data in training set, the available data in each cluster are considered as training set. Four regression methods of MLR, MLR with intercept, SWR, and CART are applied. For this, the accuracy of model with clustering and through CART regression is higher than that of without clustering. Therefore, clustering can be extensively applied in software estimation procedures. However, since this approach is effective in clustering but not in projects with unspecified numbers of clusters, it cannot be feasibly applied.
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