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Abstract: There are many algorithms for optimizing the search engine results, ranking takes place according to one or more parameters such as; Backward Links, Forward Links, Content, click through rate and etc. The quality and performance of these algorithms depend on the listed parameters. The ranking is one of the most important components of the search engine that represents the degree of the vitality of a web page. It also examines the relevance of search results with the user's query. In this paper, we try to optimize the search engine results ranking by using the hybrid of the structure-based algorithms (Distance Rank algorithm) and user feedback-based algorithms (Time Rank algorithm). The proposed method acts on multiple parameters and with more parameters it tries to get better results while keeping the complexity and running time of the algorithms. Average distance and average attention time have been evaluated on web pages and by using the obtained data, proposed method performance has been evaluated. We compare proposed method with several famous algorithms such as Time Rank, Page Rank, R Rank, WPR and sNormp(p) in this field by applying Precision@N (P@N), Average Precision (AP), Mean Reciprocal Rank (MRR), Mean Average Precision (MAP), Discounted Cumulative Gain (DCG) and Normalized Discounted Cumulative Gain (NDCG) criteria. The results indicate better performance in comparison with existing algorithms.
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I. INTRODUCTION

In the last several years, web application has been unimaginable. The amount of content stored and shared on the web is increasing quickly and continuously. So, problems and difficulties such as finding and properly managing all the existing amount of information arise [1]. Understanding and analysing the structure of Web data is important for data recovery [2]-[3]. With the increasing amount of data available on the World Wide Web, web mining became one of the most valuable sources of information to recover exploration of knowledge [4]. Web mining uses data mining techniques for discovering and retrieving information from web documents. Web mining is used to deal with complex and varied data on the web in the form of structured, semi-structured, and non-structured even [5]. The use of web mining is ranking web pages based on content, structure, and their usage. Many ranking algorithms have been proposed in recent years that each of them is used to evaluate the web page ranking. Web mining can be classified...
in three categories of Web content mining, web structure mining and web usage mining [6]-[7].
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Fig. 1. Web mining classification.

Web graph structure composes of web pages as nodes and hyperlinks as connected edges between pages, and the content of web pages can be organized in a tree structure. The goal of Web mining is trying to produce a summary of web pages. Web structure mining categorizes web pages and produces information on the similarities and relationships between different pages. Web usage mining is the process of extracting useful information from data which is derived from user behavior on the web. This type of web mining extracts saved data in report access servers, the user profiles and additional data. The process of extracting useful information from web documents and content are called web content mining. Web documents can include text, images and sounds, movies or structured documents such as tables and lists. Web content mining is associated with data mining because most data mining techniques can be used in web content mining. Also Web content mining is associated with text mining, because most web content is text [3]-[6].

The extracted data from the web structure mining, web usage mining and as well as web content mining are three types of data which were extracted from the website. Each of the available ranking algorithms, use any of these data and ranks Web pages. Then the ranking algorithms can be categorized into three content-based algorithms, structure based algorithms and Web usage-based algorithms. Content-based algorithms by examining the content of web pages such as text, images and documents ranks pages. Among content-based algorithms it can be noted of Salton vector space model [8]. Structure-based algorithm does action ranking by evaluating the information on the web Structure such as tags and links, among these algorithms we can refer to page rank [9] and hits [10]. User-oriented ranking algorithms analysis Web Pages using data obtained from the analysis of users’ behavior that is extracted from log proxy servers. In fact, these methods by realizing the users’ interests do ranking according to them. Some of these methods include CVM, NM and IA [11] and the document development methodology [12]. Considering that each of the ranking algorithms is using a certain method, each has its own weaknesses and strengths. Of course, the weakness of ranking algorithms is followed by an error in the ranking of web pages and discontent users [13], [14] and [15]. In our proposed method by hybridization the two algorithms with different methods it tried to cover each algorithm weaknesses and raise the ranking carefulness.

We’ve prepared structure of the paper as follows. In section 2 of this paper, we will review several famous ranking algorithms. In section 3, we will continue to provide the proposed method. In section 4 we will discuss the results obtained by the proposed method. In section 5, we will compare the proposed method with the algorithms discussed in section 2 and the last section presents the conclusions and future work of the paper.

II. RELATED WORKS

Salton vector space model [13] is the most important text-based approach that is a standard technique for ranking documents corresponding to the query. In this model, document and the user query is a vector with aspect of the number of words. Each vector with a specific formula changes into a weighted vector and then cosine of the angle between two weighted vectors as the degree of similarity is calculated. After calculating the similarity of documents with user query, related documents are arranged in descending order. Statistical properties are used for weighting the keywords within the Web pages. Mr Salton uses the words repetition for calculating the
Page Rank algorithm is query-independent algorithm and was presented for the first time in 1998 by Larry Page and Sergey Brin [9] and it is used in Google’s search engine. The algorithm works on the links between web pages. So that if page A refers to page B, it means that the content of page B for page A is valuable. And the link of A is valuable for B, if page A is the important page, in fact in this algorithm for the calculation rank of a page, the number and value of the incoming links are important. Links from one page to another are like a vote; not only the number of votes are important but the value of pages that votes are important, too. The algorithm calculates the ranking at the time of Indexing. For this reason, the results relationship is less.

HITS ranking algorithm is a query related algorithm which was proposed in 1998 by Kleinberg [10]. In this algorithm, Web pages are defined in two forms of Hub and Authorities. This means that a page has content relevant is authority and a hub page has some links to authority pages. In other words, a page with a high authority is mentioned with the number of pages with high hub also a page with a high hub refers to the many pages with high authority. This method also has problems because it is not easy to distinguish between hub and authority because in HITS one page can be a good hub and at the same time can be a good authority. As well as some sites because of raising ranking point out regularly to each other which is called rank spamming.

Weighted page rank algorithm [16] is the modified form of page rank technique and is used to generalize the page rank algorithm. The algorithm obtains ranks of web pages by examining the incoming and outgoing links of pages. Each page with outbound links offers a value rankings focused on fame. These calculations offers high ranking for more known pages and not for non-relevant pages. To any non-relevant page has been given a ranking Based on its frame. And the importance of a page is selected by observing the number of input and output connections. In this algorithm while a series of pages may be unrelated to the user’s query, but also have the highest ranking, because it has too many outgoing and incoming links.

Distance rank algorithm is an exact ranking that is suggested in [17] and focused on reinforcement learning. In this approach the distance between the pages has been considered as a main element in calculating pages rank. The advantage of this approach is that by using distance-based order it can rank pages more quickly, and limitation of this approach is that if the new page is placed between two pages, crawlers should do a more calculation to compute the distance vector.

Time rank algorithm is proposed to raise the ranking quality by using the visiting time of the web page [18]. The authors of this method have calculated Pages visiting time by applying unique and strengthened strategies to improve the ranking of web pages. This method uses the time element for Accuracy of the rankings of web pages. The main problem in the method described by Jiang et al [18] is that if unrelated pages stay open for a long time, their visit time will increase and thus the value of their rankings will increase too, while are unrelated to the users’ query.

In the methods based on click-through rate such as provided by Jachymz [11] or the document development methodology [12] as well as the method presented in [19] ranking takes place by user’s behavior in the previous search. And the ranking for a particular query is done according to the user clicks on the results list, which is provided for a new search. It should be noted that in these methods click action on a web page shows the importance of that page in terms of users. The main problem with this method is that if a page with fake content for any reason to be clicked by users even if the user after opening the web page found it fake and closed it Web page rank goes up because of clicks done.

Reachability based algorithms is an approach that uses the concept of access and hear wavelet for the ranking of web pages [20]. In this way, ranking web pages are represented through the development of a structured signal from the input and output links and the accessibility of web pages from Web graph. So, the ranking of web pages has been developed using hear wavelet. This approach does not involve any iterative technique damping factor or initialization of the page ranks.

The methods presented by Shakeri et al. [14]-[21] are a special case of the weighted output link model. On each page, user reads the content of a single page and is likely to scroll through the
output links. These algorithms are a combination of connected-base and content-based methods. The hybrid algorithms are recursive and repeated so as to converge to constant values. Also this ranking algorithms is dependent on queries. In other words, at first the graph originates from documents related to queries forms, and then the above algorithms run. Therefore, the above algorithms will run online. The main problem with these online algorithms is that it reduces the speed of the system in the user’s response. Shakeri and Zhai [21], developed by the method [14], have provided a general framework for hybridization text and link information under the title "Release of Dependency". Which uses a possible vision to distribute scores. In this framework, the possible scores divided between the pages linked to the input and output links that are interrelated with the desired page. In contrast to the method [14], the page scores are converted to a probable value before being published and then published.

C-Rank [22] is a hybrid algorithm and combines content and link information in a very effective way using the concept of contribution. However, C-Rank suffers from very high costs to reflect the highly dynamic and extremely frequent changes in the Web, because it re-computes all of the C-Rank scores used for ranking from scratch to reflect the changes. As a result, C-Rank may be considered inappropriate to provide users with accurate and up-to-date search results. Jangwan Koo and et al proposed incremental C-Rank [23], which is designed to update the C-Rank scores of only a carefully chosen portion of the Web pages rather than those of all of the Web pages without any accuracy loss.

sNorm(p) [24] a variant of SALSA [25], combines the p-Norm from the family of vector norms to SALSA, to increase the effect of higher hub weight in a calculation of authority weight and decrease the effect of low hub weight in the calculation of authority weight. This algorithm combines automatically link-based and content-based methods to enhance the accuracy and quality of ranking compared to the salsa algorithm.

That all this algorithms are content-based and link-based. These methods compared to methods of content-based connection offer better performance. However, the main problem is the online algorithms and the algorithms are done in order which makes the system speed be reduced.

III. PROPOSED METHOD

Content-based algorithms are associated with spamming Problems and structure-based algorithms are grappling with the problem of rich-get-richer. To fix these problems many hybridization algorithms have been proposed, for example, paksima and khajeh content and structure based method in [26], Shakeri's proposed hybrid algorithms that is based on content and structure [14]-[21] and Derhami et al proposed hybrid algorithm using user feedback and reinforcement learning [15]. We offer a hybrid method hybridization Distance Rank algorithm [17] and an algorithm based on the average attention time [18]. Distance Rank algorithm is a structure-based algorithm. In this algorithm after calculating the average distance of each page it uses this data to discover the pages associated with the page you want, and the average distance is considered as the standard for rating documents and web pages.

Algorithm in [18] which is an algorithm based on users' behavior, with the development of Firefox, records the length of time each user spends on a web page, and sends it to a server. Use this data to calculate the quality and value of each page and estimate each page's rank. each of these two methods have its potential which has been mentioned in other sources [4]-[5]. But alongside these abilities each has weaknesses that our proposed method tries by maintaining runtime and complexity of the algorithm, to cover these weaknesses, and increase the accuracy of the rankings as much as possible. In the following we will explain both distance based and attention time based algorithms and then will consider the proposed method.

1. Distance Rank algorithm

Distance rank algorithm [17] is based on reinforcement learning uses logarithmic distance between pages for ranking. The distance between i and j when page i refers to j, is logarithmic output i (number of links) to better understand this concept Bidoki [17] has offered the following definition:
1) If page i points to page j then the weight of the link between i and j is equal to $\log O(i)$ where $O(i)$ shows i’s out degree.

2) The distance between two pages i and j is the weight of the shortest path (the path with the minimum value) from i to j and denote it with $d_{ij}$. So instead of the normal distance, the new definition of the distance called the average clicks is provided.

The above definitions show that if the loaded page i has $d_i$ distance, the distance of each of her children from the root (referenced pages by i) if they don't have another input, can be calculated using Equation (1).

$$d_j=d_i+\log O(i)$$

(1)

$d_j$ is the distance of the j’s child on page i from the root and $\log O(i)$ is the received punishment of transition from i to j. In distance rank algorithm if a page has too many links, has less distance than others. And If the referring pages to it have a little distance, the distance of this page also will be little. To display this content a third definition is given as follow:

3) If $d_{ij}$ shows the distance between two page i and j, $d_{j}$ denotes the average distance of page j and is defined as the Equation (2) where N shows number of web pages:

$$d_j = \frac{\sum_{i=1}^{N} d_{ij}}{N}$$

(2)

And finally to calculate the amount of distance ranks have provided Equation (3). After calculating the mean vector on all pages, pages are arranged in ascending order according to their distance and thus pages with less will have more rank.

$$d_j=\min_{i \in B(j)}(d_i+\log (O(i)))$$

(3)

2. Time Rank Algorithm

The main idea of this method is based on the amount of time users spend browsing a document that Jiang et al [18]. have used as a clue to calculate the quality and value of a document to help it provide better rankings. To calculate the user’s attention, a Firefox browser add-on installed which collects data and transfer it to server. And also in this method Equation 4 has been used to calculate new page attention time, the new pages and documents attention time have been calculated by comparing the content similarity of the new page with previous pages. After identifying the user’s attention to a product number of documents, the proposed method can predict the user’s attention to a new document via document similarity analysis that can be used both for the text and the images. Jiang et al [18]. offered Equation 4 to predict due time.

$$t_{atd}(u,d_k) = \frac{\sum_{i=1}^{k} t_{atd}(u,d_i)Sim\gamma(d_i,d_k)\delta(d_i,d_k)}{\sum_{i=1}^{k} (Sim\gamma(d_i,d_k)\delta(d_i,d_k)) + \epsilon}$$

(4)

$\gamma$ is the controller of sim $()$ and helps to estimate due time. $\epsilon$ is small and positive values that will prevent the division by zero error. Function $\delta ()$ filters through the effects of those pages their similarity is below the specified threshold and is defined as Equation (5).

$$\delta(d_i,d_k) = \begin{cases} 
1 & \text{If } Sim\gamma(d_i,d_k) > 0.01 \\
0 & \text{Otherwise}
\end{cases}$$

(5)

The Time Rank algorithm [18] is an accurate and powerful method for ranking web pages because it performs rankings according to the users’ tastes. The main disadvantage of the method presented in [18] is to open a non-relevant page by the user and to leave that page unrelated to the user’s time of doing something other than browsing the open web page, which can damage accurately and reliably of ranking. In our proposed method, we have used a more precise tool to collect user’s time-consuming data
to cover this weakness as much as possible.

3. Hybrid Method

Our proposed method is a Combination of these algorithms. This means that the proposed method to calculate the value and quality of each page evaluates three parameters of average distance, average attention time and the number of visits. In this case, we can say that our proposed method is a Combination of structure-based algorithms (Distance Rank algorithm) and user feedback-based algorithms (Time Rank algorithm). In our proposed method, a web page with less average distance and high attention time and with a high number of visits will have better rank than other pages. In order to improve time rank problems such as: ensuring the accuracy of attention time data, and accurate record of users’ attention time, we used a Firefox add-on called Mind the Time that the add-on stops attention time registration operation after one minute of the latest user activity. The implementation of the proposed method is as follows the function of the distance-based algorithm runs to calculate the average distance each of the pages and the calculated values will be recorded as a value for any web page. During the early stages of labor, ranking is done just by using the value calculated by this function. After each ranking and displaying the results to the user, by using the plugin “mind the time”, the amount of time that each user spends on each page, is stored. The plug-computing data for each user (for example: A, B, C) is done, for each page there is a binary (web page, the time spent by the user):

A:{(P1,T1a),(P2,T2a),(P3,T3a)}
B:{(P2,T2b),(P3,T3b)}
C:{(P1,T1c),(P3,T3c)}

If A to C users do a specific search and P1 to P3 web pages related to their search, T is the amount of time each user has spent on the web page. On the server side using the data from the plugin “mind the time”, the amount of time that each user spends on each page, Pi is calculated with the Equation 6.

\[
T_{Pi} = T_{A_{Pi}} + T_{B_{Pi}} + T_{C_{Pi}}
\]

In equation 6, if \( T_{Pi} \) is the total amount of time that users spend on web page \( Pi \) then \( T_{A_{Pi}} \) is the amount of time spent by the user A on page \( Pi \) and the number of references for each web page or \( n_{Pi} \) times is the number of users who have visited that page (Equation 7).

\[
n_{Pi} = \# \text{ of users who visit the web page}
\]

After calculating the number of visits and time spent on each web page, these values like the average distance per page will be recorded. In the Next time, ranking web pages will be done by Using three data, average distance, spent time and the number of visits. It should be noted that any search for a particular query, The amount of time spent by users and the number of visits will be updated and for each new search, the ranking accuracy grows. Increasing ranking accuracy and reducing ranking errors (such as giving high rankings to non-related pages) is expected in the ranking by our hybrid method with multi parameters assessment.

IV. UNITS RESULT AND DISCUSSION

1. Dataset

In order to evaluate the proposed method, we have evaluated a few web pages that are listed in table 1 with the proposed method. To show the relationship between these pages and the better understanding of input and output links between this pages, we draw the graph according to the links between these pages in Figure 2.
By using the proposed method in [17], we calculated the average distance for each page from other pages according to links between the pages and Figure 2. The results are shown in Table 2.

![Fig. 2. Web Graph](image)

In Table 2, numbers related to column 2 (total attention time) is total time that users spent on web page, numbers related to column 3 (number of visits) is total number of users visits for each page, numbers related to column 4 (average attention time) is obtained from dividing numbers of column 2 on numbers of column 3 and column numbers "mean distance" indicates the average distance of each of the pages from other pages.

### 2. Measuring Standards

To evaluate the proposed method, compared with existing algorithms, criterion standard were used. The criteria used in this article are P@n, MRR, MAP, AP, DCG@n and NDCG@n by Kalervo Jarvelin and Jaana Kekalainen which were presented in [27]. Benchmark P@n (Equation 8) criteria represents the number of documents related to the first document which is provided to n. The main objective of this measure is to calculate the accuracy of the system from the user.

\[
P@n = \frac{\# of relevant docs in top n results}{n} \quad (8)
\]

According to Table 3 of the proposed method in three stages (precision in the two, three and four first results,) is appropriate.

AP (average accuracy) that is calculated for each query is equal with P@n. In Equation 10, if i be related with query, then \(\text{rel}(i)=1\) and otherwise \(\text{rel}(i)=0\). And \(N\) indicates the number of results.
for a query.

\[ \text{AP} = \frac{\sum_{i=1}^{N} P@i \cdot \text{rel}(i)}{\# \text{total relevant pages for this query}} \]  \hspace{1cm} (9)

MRR (Mean Reciprocal Rank) and MAP (Mean Average Precision) where \(|q|\) is a total number of queries, \(r_i\) is the rank position of a first relevant web page in the list of web pages retrieved for the ith query. A value of MRR and MAP range is from 0 to 1. A system that have higher MRR and MAP value as compared to other is more preferable.

\[ \text{MRR} = \frac{1}{|q|} \sum_{i=1}^{|q|} \frac{1}{r_i} \]  \hspace{1cm} (10)

\[ \text{MAP} = \frac{1}{|q|} \sum_{i=1}^{|q|} \text{AP}_i \]  \hspace{1cm} (11)

DCG (Discounted Cumulative Gain) In this criteria \(\text{rel}(i)\) shows the degree (3=highly relevant, 2=more relevant, 1=less relevant and 0=irrelevant) of relevancy of i with the relevant query and NDCG (Normalized Discounted Cumulative Gain) values range is from 0 to 1.

\[ \text{DCG@n} = \sum_{i=1}^{n} \frac{2^{\text{rel}(i) - 1}}{\log(i+1)} \]  \hspace{1cm} (12)

\[ \text{NDCG@n} = \frac{\text{DCG@n}}{\text{IDCG@n}} \]  \hspace{1cm} (13)

3. Evaluation Results

In the ranking of web pages, The best ranking in terms of users is that all of the results presented in several first results are related to the user’s query and the web pages that have the most relevance to the user’s query are at the top of the Search list results. In this regard, considering the criteria for measuring the accuracy and quality of the ranking algorithms presented in the previous section, placing an even non-relevant page can reduce the accuracy and quality of the ranking algorithm’s.

After getting the Table 2 data, web pages can be ranked by evaluating three parameters average attention time, average distance and the number of visits. Chart 1 compares our proposed method and Distance Rank [17], Time Rank [18], PageRank [9], HITS [10], Weighted Page Rank
[16], Reachability based algorithm [20] and sNorm(p) [24] ranking results with "Urmia Azad university" and "Urmia Azad thesis" queries. figure 3 shows ranking results with "Urmia Azad thesis" query. According to figure 3, the similarity between page rank and distance rank algorithms would be observable. The similarity between page rank and distance rank algorithms as well as the difference in the Time Rank and proposed method ranking with other algorithms indicates differences in practicing of these algorithms with that of Distance Rank, PageRank, HITS and WPR algorithms.

In Figure 3, the numbers are indicating the rank of each page and each of the color bars indicates the rank of the web page in the ranking with different algorithms.

In order to better understanding Figure 3 consider web page of "Automation system of student thesis" in the ranking of the proposed method, Due to the high number of visits to this web page as well as the large number of incoming and outgoing links, It has been awarded first place, While in the ranking with Distance Rank, PageRank, HITS and WPR algorithms third rank belong to this web page and first place in ranking algorithms of the web page belongs to "Islamic Azad University of Urmia" As the data in Table 2 show visiting the web page and the number of visits "Automation system of student thesis " and "sing up and information system " is high. It is understood that rank of a web page that many users are concerned to be higher when compared to other web pages.

### V. COMPRESSION

Given that users of search engines focus on just the first few results offered by the search engine, the amount of relevance of the first few results with the relevant query is very important. Therefore, in order to calculate the quality of the algorithms, often the first results are evaluated and compared with other algorithms.

By using the evaluation criteria, we compared our proposed method with algorithms Distance Rank [17], Time Rank [18], PageRank [9], HITS [10], Weighted Page Rank [16], Reachability based algorithm [20] and Snorm(p) [24] in two queries ("Urmia Azad university" and "Urmia Azad thesis"). The results obtained were as Table 3:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>n=2</th>
<th>n=3</th>
<th>n=4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1</td>
<td>Q2</td>
<td>Q1</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Distance Rank</td>
<td>0.5</td>
<td>0.5</td>
<td>0.66</td>
</tr>
<tr>
<td>Page Rank</td>
<td>0.5</td>
<td>0.5</td>
<td>0.66</td>
</tr>
<tr>
<td>Time Rank</td>
<td>1</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td>WPR</td>
<td>0.5</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td>HITS</td>
<td>0.5</td>
<td>0.5</td>
<td>0.66</td>
</tr>
<tr>
<td>R Rank</td>
<td>1</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td>sNorm(p)</td>
<td>1</td>
<td>0.66</td>
<td>1</td>
</tr>
</tbody>
</table>

According to Table 3, the proposed method in three stages (precision in the two, three and four first results,) is appropriate. In comparing the algorithms with the p@n criterion, we considered three modes (comparison in two, three and four first results). In Table 3, numbers represent the accuracy of the algorithm. These numbers range from zero to one, and the number one represents the highest degree of accuracy. In Table 3, the magnitudes near zero indicate that the algorithm is less accurate. But P@n does not have enough accuracy. Because in this criteria, only a document being related or not, can be considered.
According to Table 4, the numbers represent the degree of relevance of the results in n of the first result (three and four first results). The larger number shows that the first three results obtained from the ranking with the algorithm compared with other algorithms have the highest relevance with user queries. Table 4 shows the average accuracy of the algorithms. In this Table, the numbers range from 0 to 1, and the largest number represents the highest average of accuracy among the algorithms. According to table, our proposed method has a high accuracy than other algorithms. And has better performance than other algorithms.

In column 2 of Table 5, the numbers represent Mean Average Precision of the each algorithms. And in MRR columns, the numbers represent the degree of relevance of the n results(three and four first results). Table 5 shows that our proposed method has better Precision and high accuracy than other algorithms. A system with higher MRR and MAP value is always preferable over models having lower values.

And according to Table 6, the numbers represent degree of relevancy between n first results (three and four first results) with the relevant query. the numbers range is from 0 to 1, and the largest number represents the
highest relevancy among the algorithms. The results of comparison with criteria DCG@n and NDCG@n, shows that our proposed method lists the web pages that have the most relevancy with the relevant query at the beginning.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we chose and hybrid two high-precision algorithms from structure-based and user attention time based algorithms. We reduced the ranking errors and increased the accuracy of the ranking by overcoming the defects of this algorithms. In addition, add-on used in our proposed method is more accurate than proposed method by Jiang et al [18]. and this increases ranking accuracy. The results indicate a better performance of the proposed method in comparison with other algorithms. Therefore, it can be concluded that by hybridization a structure-based algorithm like Distance Rank with a user attention time based algorithm, it might be a powerful method for ranking search engine results that ranks search engine results according to interests of users and reduces ranking errors as possible.

Nowadays, time-based algorithms are of paramount importance due to the proper performance from the other algorithms. The main problem of these algorithms is that installing the add-on on the Web browser by the users themselves is not a reasonable idea and accessing to this data is not possible easily for search engines. Due to the ability and the performance of this algorithms and also search engines need to optimize their ranking algorithms, the user attention time data access methods for search engines entails much more work and research.
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