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Abstract: Besides for its own merits, text classification (TC) has become a cornerstone in many applications. Work presented here is part of and a pre-requisite for a project we have overtaken to create a corpus for the Arabic text process. It is an attempt to create modules automatically that would help speed up the process of classification for any text categorization task. It also serves as a tool for the creation of Arabic text corpora. In particular, we create a text classification process for Arabic news articles downloaded from web news portals and sites. The suggested procedure is a pilot project that uses some human predefined set of documents that have been assigned to some subjects or categories. A vectorized Term Frequency, Inverse Document Frequency (TF-IDF) based information processing was used for the initial verification of the categories. The resulting validated categories used to predict categories for new documents. The experiment used 1000 initial documents pre-assigned into five categories of each with 200 documents assigned. An initial set of 2195 documents were downloaded from a number of Arabic news sources. They were pre-processed for use in testing the utility of the suggested classification procedure using the cosine similarity as a classifier. Results were very encouraging with very satisfying precision, recall and F1-score. It is the intention of the authors to improve the procedure and to use it for Arabic corpora creation.
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I. INTRODUCTION

The abundance of electronic documents can be a valuable resource for many tasks, provided that useful and efficient tools and techniques are found and available. Electronic texts made available on the web are prohibitive and ever increasing by the day. The web is considered the major source of documents with its various topics and numerous and divergent relationships [1]. It is estimated that about 2.5 billion GBs of data are created per day in the new research literature, videos, tweets, blogs and text documents. Approximately 90% of the world's data has been created in the last few years [2]. The availability and accessibility of text are changing the field of natural language processing (NLP) from its theoretical scope into linguistic and practical text processing modulus [3].

It is estimated that around 80% of all information is unstructured, with the text being one of the most common types of unstructured data. Thus, making text-analyzing, understanding, organizing, and sorting hard and time-consuming tasks [4]. Such tasks span multiples of fields and are
applied in a variety of areas including document filtering, automated metadata generation, document organization, digital libraries, spam filtering, online news, word sense disambiguation, information retrieval, topical crawling, real-time file sorting, topic identifications, social media monitoring, voice of customer, brand monitoring, and customer service. Many single individuals and organizations are turning to TC to help structure the text and analyze it in more cost-efficient ways to help improve decision-making and automate many processes in broader and deeper tasks. It is being applied in many contexts and used in many applications, to help in commercial tasks such as understanding customer behavior using relevant data coming from sources such as social media conversations, and emails. Many search engines, news portals, and e-commerce sites classify content and products to facilitate the search and navigation [4,5,6].

In addition to many other tools and techniques, TC stands out as an important human cognitive ability that is directly usable and related to most text processing tasks and applications. Principally, TC is the activity of assigning some topic names (labels), representing relevant categories to a piece of text based on its content [2]. The need for and the ability to do TC automatically is essential for the proper handling and efficient utilization of documents and media available in digital format.

TC is an interesting and important task, which falls in the crossroads of many thriving and important fields including machine learning, text processing, natural language understanding and data mining with the aim of helping extract valuable information from large amounts of data.

TC, not only important as text analysis and processing on its own right, but also as a core component in many text processing and natural language applications. It has been applied to a variety of languages with English taking the lion share. Most of the efforts on TC work have been devoted to the classification of English and Latin texts [1,2,7,9]. It is also spreading to other world languages, Arabic among them.

The Arabic language has been receiving more attention by the world in general and by the scientific communities in particular, as it is the main language in the Arab world and the secondary language in many other countries. Arabic is the official language of 25 countries and is spoken by over 250 million just in the Arab world alone and by close to 400 million all over the world. The US Department of Cultural Affairs categorized Arabic, among other world languages, as a critical language. The United Nations heavily emphasizes the social and political importance of these languages. It lists Arabic as one of the six official languages of the United Nations. [1].

Arabic text classification (ATC) is a subfield of TC that is experiencing lots of interest nowadays and is catching up with its counterpart languages [5].

Experiments conducted and work presented in this paper is an attempt to create a simple text classification procedure that would help speed up the process of classification. In particular, this work was very much motivated by the need for a clear process and simple tool that would help create Arabic datasets (corpora). We intended to validate this procedure to be able to use it as a front end for the creation of news articles corpus to be used for Arabic text processing analysis and applications. We created a text classification process for Arabic news articles downloaded from the web.

The suggested procedure discussed here is only an initial pilot project that uses some predefined set of documents (seed documents) that were pre-assigned to some categories by a human. A vector space model that uses Term Frequency, Inverse Document Frequency (TF-IDF) was adopted to represent and score the importance of words in a document based on how frequently they appear across multiple documents. The vector space model along with cosine similarity [4] was used for the creation of a set of representative vectors for the initial verification of the categories. The resulting validated categories were then used for the prediction of categories for new documents using the text and pre-defined categories available from [12], which has five categories of Arts, Politics, Economics, Science, and Sports. Each subject tag or category was manually assigned a set of 200 documents. A test set of 2240 cases was downloaded from a number of Arabic news sources including Aljazeera, CNN, BBC, Al-Aharam, Al-Hayat, and Yahoo. The test set was manually investigated, refined and categorized before using it to test the utility of the suggested procedure. Very encouraging results were
obtained as is explained in the rest of this paper.

The paper contains five sections beyond this introductory section. Section II is coverage of important concepts and techniques along with related work. Section III is a description and a presentation of the data sets used for initial categories and the newly collected test set. Section IV is a description of the suggested procedure and used tools and techniques. Section V is a presentation of results along with validation measurements and a discussion of results. Section VI is the conclusion and future work. Finally yet importantly is the list of references consulted in this work.

II. RELATED WORK

TC aims at helping users extract valuable information from a large amount of data using a variety of methods and techniques [1,7,9]. Many methods, techniques, and algorithms have been applied to the problem of classification with varying accuracy and efficiency including, among many others, Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Artificial Neural Networks, Naïve Bayes Classifier, and Decision Trees [4,5,13].

In general, two different ways are used: manual and automatic classification in TC. The manual method involves a human annotator who studies and interprets the content of the text and categorizes it accordingly. This is not only time-consuming and expensive but also unscalable. It is, however, the best and most trusted.

The automatic methods, on the other hand, applies different techniques derived from machine learning and natural language processing. It is not as best and as trusted as the manual, but it is much faster and certainly more cost-effective and scalable. Unless for a small collection of several hundred documents or so, automatic classification is the viable option.

Historically different approaches to automatic text classification have been grouped in many different ways. One such grouping is based on the type of underlying, the model used [9] and it classifies TC into the following:

1. Rule-based systems, which uses a set of handcrafted linguistic rules made of an antecedent and a predicted category. It uses semantically relevant elements of a text to identify relevant categories based on content.

2. Machine Learning based systems in which the system learns the different associations between pieces of text to make classifications using a provided set of past observations using pre-labeled examples as training data.

3. Hybrid systems in which a combination of both 1 and 2 is used.

The predominantly preferred methods involve some machine learning or a combination of machine learning and other techniques with machine learning technique being the core. Organizations turn to TC using machine learning for a number of apparent reasons. Firstly, for scalability which allows easy analysis of millions of documents in a cheaper and much faster way. Secondly, for real-time analysis in situations that require immediate analysis and decision making to enable institutions to identify needed information and take proper action in a timely manner. Thirdly, for a consistent criterion by avoiding many errors and mistakes normally done when humans are involved. Machine learning applies the same criteria to all of the data, thus allowing humans to reduce errors with centralized text classification models [9].

I. Arabic Language

Arabic Language consists of 28 alphabet characters and written from right to left. Its letters have different styles when appearing in a word depending on the letter position. Arabic words have two genders, feminine and masculine; three numbers, singular, dual, and plural; and three grammatical cases, nominative, accusative, and genitive. Words are classified into three main parts of speech, nouns (including adjectives and adverbs), verbs, and particles. All verbs and some nouns are morphologically derived from a list of roots. Words are formed by following fixed patterns. The prefixes and suffixes are added to the word to indicate its number, gender, and tense [10].

The Arabic language has rich morphology and a complex orthography. Different shapes and diacritics of the Arabic language make parsing difficult task due to this complex morphology. Limited access to technology has hindered research in automation and utilization of Arabic. A large percentage of Arabic speakers do not have the ability to read or understand
English. Furthermore, more than 3% of the internet content is Arabic content, which puts it in the fourth rank. Even though Arabic text classification (ATC) is quite limited [1,8,9,14-16], still there are many applicable machine learning algorithms and techniques that can be used for TC.

2. Arabic Text Classification

Arabic text classification (ATC) is similar to TC in other languages and shares the same underlying concepts, motivations, and use. The nature of Arabic language, however, poses a number of challenges due to being orthographic with diacritics making it less ambiguous and more phonetic; its complex morphology and its words which are usually derived from simple bare three-letter verb form (roots). Arabic has a broken plural that does not obey normal morphological rules; existing stemmers that often do not resemble the singular form do not handle them. It also has short vowels, which give different pronunciation. The vowels are grammatically required but omitted in written Arabic texts. Arabic synonyms are widespread which makes exact keyword match inadequate for Arabic retrieval and classification [1,9,11]

Several approaches were proposed for Arabic TC using Naive Bayes algorithm [17], KNN [16,18-22], SVM [9,19-27], Decision Tree [9,28-30], Manhattan Distance and Dice Measures [15], Polynomial Neural Networks (PNNs) [5], regression model [31,32], and many other techniques and algorithms [9,33]. Fewer studies have however focused on the performance of automatically classifying Arabic language using Arabic corpora [14,15]. Many reasons have been cited demanding that the Arabic language needs enormous processing to construct an accurate categorization system [3].

Among the applied approaches for Arabic Text categorization, a number of recent studies have been proposed [9,25,34-42].

Each work contains a combination of tools and methods and concentrates on some aspect. Mostly are hybrid methods that combine one or more machine learning methods or concerter on some aspect of the process like representation or classifications. Following is a presentation of some of the work found in the filed with highlights of methods used and or aspect address and some results and conclusions drawn by their respective authors. The list in not in any particular order but similar work is presented consecutively.

An intelligent TC for Arabic language approach was proposed in [25] using the statistical n-gram stemmer, a hybrid approach of Document Frequency Thresholding and Information Gain for feature selection, a normalized TF-IDF for term weighting, and Rocchio classifier for classification. The authors demonstrate the accuracy of about 98%.

Another similar work using a hybrid approach proposed combining Document Frequency Thresholding with an embedded information gain criterion of the decision tree algorithm [28]. It used 373 scientific documents fitting in eight categories and 435 literary documents fitting in 14 categories. The authors showed an accuracy of 93% for the scientific corpus and 91% for the literary corpus.

Another intelligent Arabic TC used k-nearest neighbor and Rocchio classifiers and different term weighting schemes with light stemming was performed [8]. Their results show that Rocchio classifier performed better than k-nearest neighbor classifier.

Another comparative study was conducted using KNN and SVM based on full-word features with TF-IDF as the weighting the results [19]. It showed that both methods were of high performance with SVM showed a better micro average F1 and prediction time.

In [15], a machine learning approach for classifying Arabic documents is presented mapping each document by locating the N-gram frequency technique. The classification was achieved by computing the Manhattan distance between the profile of the instance to be classified and the profiles of all the instances in the training set.

Using statistical methods in several Arabic datasets, a tool was implemented for feature extraction and selection using SVM and C5 algorithms. C5.0 classifier showed better results in terms of classification than SVM [36].

In an experiment consisting of text classification system using CHI statistics as a feature extraction method and SVM classification model for TC on a dataset collected from online Arabic newspaper archives consisting of nine classification categories was performed [40]. Results showed an F-measure of 88.
A document indexing method to create, in an automatic manner, an index Arabic books-based on text summarization was conducted [41]. Experimental results in terms of accuracy and performance showed that the proposed method could effectively replace the human time-consuming effort for indexing a large number of documents or books.

A study conducted using stemming and light stemming techniques as feature selection techniques, K-nearest neighbors (KNN) as a classifier [43]. Results reported indicated that light stem was superior over stemming in terms of classifier accuracy.

Authors in [44] proposed a distance-based classifier for categorizing Arabic text. Each category was represented as a vector of words in an m-dimensional space, and documents are categorized based on their closeness to feature vectors of categories.

Use of the rooting algorithm with Naïve Bayes classifier on 300 documents belong to 10 categories and achieves 62.23% of classification accuracy was introduced [8] while an NB and SVM were used on different Arabic datasets with experimental results showing that the SVM algorithm outperforms the NB in F1 measure, Recall and Precision measures [37].

KNN and distance-based classifiers were used and compared in their performances [17].

The authors of [35] used a rule-based approach with rule induction, decision trees, and hybrid classification data mining algorithms approach to Arabic classification. Results showed that the most applicable algorithm was the hybrid approach.

A centroid-based technique was used on a corpus containing a set of 1400 Arabic text documents covering seven distinct categories [52]. The results showed approximate figures of 90.7%, 87.1%, 88.9%, 94.8%, and 5.2% of Micro-averaging recall, precision, F-measure, accuracy, and error rates respectively.

Authors in [42] proposed a hybrid approach based on n-grams and the OKAPI model for the indexing and classification of an Arabic corpus. They took into account the concept of the semantic vicinity of terms and the use of a radial basis modeling.

A new Frequency Ratio Accumulation Method (FRAM) approach using a mathematical model to combine the categorization task with the feature selection task was introduced [38]. The performance of FRAM classifier was compared with three classifiers based on the Bayesian theorem, namely the Simple NB, MNB, and MBNB. Experimental results showed that the FRAM has outperformed the simple NB, MNB, and MBNB achieving 95.1% macro-F1 value by using a unigram word-level representation method.

3. TC Evaluation, and Validation
Evaluation involves estimating to what extent, if any, the suggested procedure is capable of predicting the class labels of the unseen instances. The ability of a classifier to accurately predict is measured by its predictive accuracy computed on the testing examples. Although predictive accuracy is simple and practical, it has been shown to be insufficient and at times not suitable [35,45].

Standard performance metrics that are normally used include Precision, Recall, and F-Score. Other measures suggested and used by researchers have included Receiver Operating Characteristics (ROC) analysis [46,47]. These methods are mainly used to visualize relative performance to determine the “best” classifier based on a comparison of the rate of correctly classified positive examples to the rate of incorrectly classified positive examples for a particular class [48]. The Area under the ROC Curve (AUC) [35,49] produces a single scalar measure to rank classifiers based on how they dominate each other. The ROC curves are shown to be insensitive to the cost of classification, therefore, Cost Curves were proposed in [64] to introduce costs as a factor in comparing the performance of classifiers.

An important consideration that is not addressed by previously stated methods has to do with the important question addressed in [51]: given a classifier and its results on a particular collection of data, how confident are we on the computed precision, recall, or F-score? Many Statistical attempts have used probability to measure confidence in results. Authors of [52] show that the underlying statistical method of Tango’s produces more reliable and consistent confidence intervals with good coverage probability.
III. DATASETS AND PROGRAMMING TOOLS

Having sufficient and genuine data is very critical for training, testing, and evaluations. A number of datasets are available for development and testing, particularly for English and Latin text. Arabic, however, suffers from lack of freely available datasets or corpus; thus, this work intends, once ready and validated, to help in the development of freely available annotated Arabic language corpus. A manually classified small set of text documents adopted from [12] is used as a seed for the development of the procedure and consequently for the creation of the sought corpus. Next sections highlight the seed text set that is used for the development of the tool and its validation.

As far as tools and programming environment, we have used a number of packages to apply the proposed procedure. In particular, I have used Python-based Anaconda IDE along with the many useful packages including basic utilities for processing, sklearn, vector space model and cosine, and as mentioned newspaper package. Most of the work made of scripts I have written myself as part of the Arabic corpus creation project currently underway.

1. Seed Documents and Predefined Categories

A set of 1000 documents hand prepared and manually categorized [12] were further refined and used as a seed text for further development, refinement, and validation to be used as a representative set for each category.

For the purpose of prototyping of this work and the adopted procedure, nothing was changed neither to the available text documents nor to the defined categories or assignment even though we believe that further refinement and structuring of the categories is needed and can improve the results.

In this study, 3524 documents were crawled, downloaded and scraped using the Python-based Newspaper module [53]. After pre-processing of the downloaded documents, removing duplicates, non-Arabic text, and very short advertisement listings and newspaper information, 2210 documents were left for use for the experiment. This set was thoroughly hand reviewed to decide on a topic for each document to be compared to the automatic results once done. Most documents were easily decided as belonging to some relevant category. Few documents, however, were indescribable to the human reviewer and where removed. Few other documents could have belonged to more than one category and were given one or the other. A final set of 2195 documents were manually categorized and used for testing and evaluation.

Table 1 next shows the percentages of documents of different categories in the test collection.

<table>
<thead>
<tr>
<th>Category</th>
<th>Docs</th>
<th>Perc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td>558</td>
<td>25.4%</td>
</tr>
<tr>
<td>Econ</td>
<td>316</td>
<td>14.4%</td>
</tr>
<tr>
<td>Politics</td>
<td>997</td>
<td>45.4%</td>
</tr>
<tr>
<td>Sciences</td>
<td>141</td>
<td>6.42%</td>
</tr>
<tr>
<td>Sports</td>
<td>183</td>
<td>8.34%</td>
</tr>
<tr>
<td>Total</td>
<td>2195</td>
<td>100%</td>
</tr>
</tbody>
</table>

The percentages reflect natural sizes of documents available from the web with the highest percentage as expected in politics followed by arts and economics. Sciences and sports accounted for much smaller parts of sets.

IV. SUGGESTED PROCEDURE

The used procedure bases its representation of the document’s text on vector space with TF-IDF for both documents and categories. Cosine similarity is used to measure the level of belongings (similarity) between the unknown documents and the category representative. A document can be represented in many ways. One common and simple option is using a bag of words. Then a document can be converted into a vector where each dimension corresponds to a word. Non-appearing words are assigned a value of zero to that dimension. Appearing words would be assigned a value that corresponds to the number of times that a word appears in the document. Normalized techniques such as TF-IDF can be used where the number of times the word appears in all the documents. Different sets of documents can have a different distribution of words, the TF-IDF vector representations of documents depend upon the particular document set selected. Intuitively, when a word shows up frequently in a document, that word becomes important and it is assigned a high score. However, a word that
appears in many documents is less important as it is not a unique identifier and thus is assigned a low score. This way a common word (normally termed stop words) like "this" and "for" along with domain terms not particular to any category appear in many documents and will be scaled down. Words that appear frequently in a single document will be scaled up [45].

The suggested procedure goes through three stages, each of which is made of a number of steps as depicted in Figure 1 and 2 below and is further explained in the following paragraphs.

1. Stage One: Categories preparation and refinement

Categories preparation, refinement and validation is the first stage involving some initial pre-processing and preparation of predefined categories representative. This stage is made of the following steps:

1. Merging of each of the sets of documents (200 for each category) into a single document representing the categories as pre-decided by a human. The result is just a large document comprised of the 200-document attached to each category in no particular order.

2. More refining and validation of the categories sets was performed by running each document and testing it against the defined category representatives. This is done for all the available 1000 seed documents. A new category representative is re-defined or refined to contain the newly decided documents. The process of refinement continues until all the 1000 documents are properly categorized or no more documents can be correctly categorized.

The process was able to rightly re-assign each document to its pre-defined category. All documents were rightly re-assigned except for a few that were left out before refinements could produce no more re-assignments with 98.7% was rightly re-assigned.

2. Stage Two: New documents downloading and preparations

In this stage, new documents were downloaded using Newspaper Scraper [52]. For the purpose of validation, only 3524 documents were downloaded and filtered in the following steps:

1. Downloading of the HTML version of the news articles.
2. Scrapping the text of the downloaded documents.
3. Removal of any duplication and non-Arabic documents or parts of.
4. Removal of very short documents representing advertisements and instructions for the user but not at all of the news items.
5. Hand investigation and categorization of the documents to be used for verification in the next stage.

This stage resulted in a set of documents ready to be used for text classification. The set of documents were pre-categorized by humans and were ran on the classifier. The results were further compared and evaluated. A set of 2195 documents were downloaded, prepared and hand pre-compiled as belonging to which category. The set of documents are then fed to the next stage one at a time using the same procedure of combined IDFIF and cosine similarity. This is considered the final stage where newly downloaded, prepared
and hand-categorized documents were subjected to the same procedure using TF-IDF and cosine similarity based on the predefined categories representative from previous stages. The result is an automatic classification of each document.

3. Stage Three: Manual comparison and evaluation of the results

In this stage, the automatically classified documents were manually compared against the hand categories classification in order to evaluate the results obtained. Further discussions of the results are presented in the next section.

V. RESULTS, EVALUATIONS AND ANALYSIS

As shown in table II and III, the obtained results were surprisingly quite good. Precision ranged from 95.52 in the arts category to 99.02% in politics, whereas recall ranged from 95.57% in the Art category to 100% in Sports. F1 Measure ranged from 94.03% in the Science category to 99.19 in the Sports category.

TABLE II. CONFUSION MATRIX

<table>
<thead>
<tr>
<th>Categories</th>
<th>Positive</th>
<th>Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>555</td>
<td>26</td>
<td>581</td>
</tr>
<tr>
<td>Negative</td>
<td>3</td>
<td>1604</td>
<td>1607</td>
</tr>
<tr>
<td>Total</td>
<td>558</td>
<td>1630</td>
<td>2188</td>
</tr>
<tr>
<td>Economics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>316</td>
<td>3</td>
<td>319</td>
</tr>
<tr>
<td>Negative</td>
<td>3</td>
<td>1604</td>
<td>1607</td>
</tr>
<tr>
<td>Total</td>
<td>319</td>
<td>1607</td>
<td>1926</td>
</tr>
<tr>
<td>Politics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>997</td>
<td>10</td>
<td>1007</td>
</tr>
<tr>
<td>Negative</td>
<td>11</td>
<td>1882</td>
<td>1893</td>
</tr>
<tr>
<td>Total</td>
<td>1008</td>
<td>1892</td>
<td>2900</td>
</tr>
<tr>
<td>Science</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>141</td>
<td>1</td>
<td>142</td>
</tr>
<tr>
<td>Negative</td>
<td>15</td>
<td>2053</td>
<td>2068</td>
</tr>
<tr>
<td>Total</td>
<td>156</td>
<td>2054</td>
<td>2210</td>
</tr>
<tr>
<td>Sport</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>183</td>
<td>3</td>
<td>186</td>
</tr>
<tr>
<td>Negative</td>
<td>0</td>
<td>2011</td>
<td>2011</td>
</tr>
<tr>
<td>Total</td>
<td>183</td>
<td>2014</td>
<td>2197</td>
</tr>
</tbody>
</table>

The overall measures were very satisfactory but rather extraordinary for most of the cases. The overall average was 0.97 for F1-score. The best results were for the sports category. This is very encouraging and shows that the adopted procedure, as simple as it is, can serve the purpose of classification for corpus collection.

VI. CONCLUSION

TC has become a cornerstone in many applications and is experiencing increased interest by researchers. Work presented here is part of a project undertaken with the aim of the creation of a corpus for Arabic text process. The suggested procedure is a pre-requisite for the automatically creation of such dataset. The work is an attempt to create a simple TC module that would help speed up the process of classification. It also serves as a procedure to use for the creation of Arabic text corpora. In particular, we create a text classification process for Arabic news articles downloaded from web news portals and sites. The suggested procedure is a pilot project that used a seed of human predefined and manually labeled set of documents. A hybrid vectorized Term Frequency, Inverse Document Frequency (TF-IDF) based information processing model and cosine similarity was used for the representation and verification of the initial categories based on the seed dataset. The resulting validated categories were then used for predicting categories for new future work will better confirm the results based on a bigger and more complete dataset.

An important observation worth mentioning is that even though the seed documents are several years old, they still worked well as category representative.

Future work to be done will address a number of issues including:

1. Accumulative refinement of the categories to reflect newly classified documents’ content;
2. Detailed comparison of the procedure to other procedures used in the literature using the same experiment setting;
3. Continuation of the creation of sizable Arabic text corpus with variation on categories to include more categories and subcategories.
documents. The experiment used one thousand initial set of documents pre-assigned into five categories each with 200 example documents [12]. A newer set of 2195 documents was downloaded and prepared from online Arabic news sources. The set was pre-processed for use in testing the utility of the procedure. As presented above results were very encouraging with very satisfying precision, recall and F1 values. It is the intention of the authors to improve the procedure and to use it for Arabic corpora creation.
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